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Abstract
The goal of our study is to explore which information is essential to understand virtual signing. To that aim, we developed an online
test to assess the comprehensibility of four different versions of signers: a baseline version with a real human signer, a most complete
version of a virtual signer, and two degraded versions of a virtual signer (one with non-visible hands and one without movements of
head/trunk). Each video showed the description of a picture in French Sign Language (LSF). After having seen the video, participants
had to find which picture had been described among 9 pictures displayed. The originality of our approach was to include two types of
confusable pictures on the response board. One was supposed to induce errors by confounding the lexical signs and the other by
confounding the spatial structure of the picture. In this way, we explored the effect of hiding hands and blocking trunk/head on the
comprehension of lexicon and spatial structure.
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1. Introduction
This  paper  deals  with the evaluation of  Sign Language
(SL)  generation  technology. We focused  on  French  SL
(LSF)  generation  based  on  the  animation  of  a  Virtual
Signer (VS) using real human movements captured from a
motion capture system (Benchiheub et al., 2016).
SL is a visuo-gestural language that uses eyes, face, torso,
arms and hands movements to convey meaning. With ac-
tual technology, all these movements cannot be replicated
accurately and faithfully in virtual signing whereas they
are likely necessary for understanding the signing content.
This may account for the poor understandability of virtual
signers by Deaf people. Therefore, to produce understand-
able signing, we must determine which visual information
is most critical and has to be perfectly animated on the
VS. Thus, the questions raised in this study are: What mo-
tion information is essential to understand virtual signing?
To what  extent  does the manipulation, simplification or
withdrawal of some information affect understanding?
To provide objective answers to these questions, we have
to design a method allowing to acquire quantitative meas-
ures  about  visual  perception  and  comprehension  of  VS
(with different qualities) by participants.
In this paper, we introduce the method that was designed
and used in a cognitive psychology study related to the
visual perception of movements in SL.
The paper is structured as follows: section 2 is dedicated
to a review of studies in psychology and computer science
about perception and comprehension of human and virtual
signers; section 3 details our methodology and the design
of the platform used; section 4 proposes a discussion and
gives  an example  of  the  kind of  interesting  results  that
have been acquired thanks to this method.

2. Visual perception of Sign Language

2.1 Perception of Human Signers
Emmorey, Thompson & Colvin (2009) have shown that
both Deaf native signers (Deaf people with SL as native
language)  and  hearing  beginning  signers  (who  had
completed between 9 and 15 months of  SL instruction)
look at the observed signer’s face more than 80% of the
time. But these authors also showed that beginning signers
move more frequently their attention from the face to the
hands  than  native  signers.  Native  signers  would  focus
their attention on the eyes while retaining the ability to
integrate the information from the manual parameters with
peripheral  vision  (Morford  et  al.,  2008).  Despite  native
Deaf  signers  focus  their  attention  on  the  face,  they
recognize more quickly the signs conveyed by the hands
than beginning signers (Morford & Carlson, 2011). This
confirms that this is rather the peripheral vision of signers
that is used to perceive the rapid movements of the hands
and  fingers,  while  central  vision  is  used  to  perceive
movements located on the face.
Thus, according to Muir (2005), a good spatial resolution
of  the  image  at  the  face  level  (with  good  temporal
resolution maintained throughout the video) is necessary
for understanding SL videos. For this author, it  may be
possible  to  reduce  the  quality  of  the  peripheral  region,
including the body and hands (when away from the face),
while retaining the quality of the perceived video.

2.2. Perception of Virtual Signers
The use of Virtual Signers (VS) brings many advantages
over videos of real signers. They are anonymous and can
be interactive (Kipp et al., 2011b). Nevertheless, their us-
ability is limited by the low level of comprehension by the
observers  (Kennaway  et  al.,  2007).  Most  VS  are  de-
veloped by researchers who are not experts of SL linguist-
ics and who tend to create "pleasant" VS, sometimes for-
getting that the VS is also a language that convey informa-
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tion with movements of the articulators that can be very
precise. That is why we must identify which component of
the model needs more precision, for optimal understand-
ing (Kipp et al., 2011a).
Moreover, the creation of VS animations remains a diffi-
cult task because the movements of the different parts of
the body must be well synchronized and it is difficult to
reproduce all the spatiotemporal parameters of SL, in par-
ticular  the  non-manual  parameters.  Criticisms  regarding
VS have often pointed out these parameters (gaze, facial
expression, movement of the mouth, head and bust) (Kipp
et al., 2011a). Paradoxically, great attention is usually put
on the movements  of  the  hands  to  facilitate  the  under-
standing  of  SL.  For  instance,  Alexanderson  & Beskow
(2015) proposed to use a low-cost technology using fewer
markers in the animation of the movements of the hands
of VS, thereby obtaining a recording of hand movements
of  less  complete/accurate.  The  results  of  this  study
showed that  despite  the  reduction  in  the  amount  of  in-
formation,  the  comprehensibility  and  the  clarity  of  the
signs  was  not  altered  compared  to  the  animation  with
more markers.
Regarding eye movements, an eye-tracking study showed
that when native Deaf people observe human signers, the
fixation time of the face is greater than when they observe
VS. Accordingly, there is less gaze displacements between
the face  and the  body when observing  a  human signer
rather than a VS (Kacorri et al., 2014).
These  previous  studies  suggest  two  main  results:  first,
there is a difference about visual exploration (of face and
body) of users when observing human or virtual signers,
with  different  levels  of  quality;  second,  the
comprehension but also the visual  exploration used can
differ as function of the observer’s SL expertise.
In order to determine the parameters of SL that must be
modelled more precisely for the optimisation of the VS,
we explored observers’ comprehension of different types
of signers: human, virtual with different qualities by ma-
nipulating different relevant parameters. We also explored
the impact of the observer’s SL expertise on their compre-
hension. Our VS was animated using motion capture of a
human  signer  and  not  using  synthetic  animations,  thus
guaranteeing data very close to the initial human signing.

3. Methodology
From previous studies,  we know that  user-based  evalu-
ation of  SL generation comprehensibility requires  many
precautions during the design step, regarding the identific-
ation of the socio-linguistic profile of the participants and
avoid using to much text in order to keep the participants
concentrated on SL. 
There is no standard process for assessing the comprehen-
sibility of an LSF statement. Generally, simple categories
are  proposed  to  evaluate  globally  the  understandability
and naturalness,  sometimes grammatical  correctness,  us-
ing for example numeral scales or glosses1 as possible re-
1 Word or set of word expressing the same concept (or at least
the closest), i.e. the gloss SCIENCE for the lexical sign repre-
senting the concept of science.

sponses given by the participants (Kipp et al., 2011a).
Huenerfauth  et  al. (2008)  have  proposed  an  original
process,  that  consists  to  use  short  movies.  Each  movie
gives  a  dynamic  interpretation  of  an  utterance  such  as
“The man walk next to the woman”. The participant had
to match each SL animation with one movie among three.
This approach can provide a more reliable rating of under-
standability, but it cannot be used for any kind of utter-
ances.

3.1 Our set-up:  an  online  test  with  complete  and
degraded animations

As previously  mentioned,  our  objective  is  to  determine
which parameters of SL must be modelled more precisely
for the optimisation of the VS. To evaluate quantitatively
the relevance of different body parts on the SL compre-
hensibility, a method consists to alter the animations and
compare  the perception,  such as  in (Huenerfauth  & Lu,
2010) regarding the location of signs, or in (Gibet et al.,
2011) for facial  expression and gaze. We have used the
same kind of method, while trying to add a more reliable
way to measure the understandability.
We used Cuxac’s model (2000) to determine the relevant
parameters. According to this model, we hypothesized that
the lack of handshapes should result in more difficulty to
identify the lexical signs, while the lack of body and head
movements should result in more difficulty to figure out
the global structure of the picture, which is described by
“showing”, in the signing space in front of the signer, the
spatial organisation of the picture scene, implying in many
cases rotations and movements of the head and the torso.
Because many studies focused on lexical  signs compre-
hension, we propose here to explore the comprehension of
signs related to more depicting structures, such as size and
shape descriptions or localisation of entities in the signing
space.  Hence,  we measured the impact of two degrada-
tions of the virtual signers on the comprehension of LS
description, and more precisely on the comprehension of
lexical  signs  and  depicting  signs2 respectively.  In  our
study, one version of the animation was realised by hiding
the hands and the other  one by blocking the trunk and
head movements on all degrees of freedom.

In order to allow a relatively large number of persons to
participate and collect enough data to conduct statistical
analyses, we created an online test via a LimeSurvey serv-
er  (a  web application that  enables  users  to develop and
publish online surveys,  collect  responses and export  the
resulting data).
We asked participants to watch 8 videos containing pic-
ture  descriptions  in  LSF  (see  section  3.1.).  After  each
video, the participant had to choose the picture described
among a set of 9 pictures (see, section 3.2.). This online
test was send to Deaf Signer, Hearing Signer and Hearing
Non  Signer  using  mailing  lists  or  social  networks  in
France.

2 These types of signs are often referred to as ‘classifier’ signs. 
See (Liddell, 2003) for a detailed definition of depicting sign.
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3.2 Stimuli
For the creation of visual stimuli, we used the LSF corpus
called  MOCAP1  (Benchiheub  et  al., 2015),  which  in
particular contains videos and motion capture data of the
description of pictures. An expert made an annotation of
the corpus,  segmenting the gestural  units in the videos,
then  identifying  the  lexical  signs  and  the  depicting
structures,  especially  those  showing  size  and  shape  of
objects, localisation of objects or spatial relations between
objects.  Based  on  these  annotations,  we  chose  the  4
descriptions  with  approximately  the  same  number  of
lexical and depicting signs in order to create our stimuli
(these 4 pictures are illustrated in Figure 1). In this corpus,
in addition to a camera, 3D recordings of the movements
were  made  using  a  motion  capture  system  (Optitrack).
These recordings were then used to animate the VS.

The physical appearance of the VS, the color of his skin,
the clothes and the background of the video were chosen
to have as much resemblance as possible to the original
video. From the 3D recordings, a Deaf computer graphist
created 3 different versions of VS (Figure 2):

 A  complete  animation  without  modification
(Complete VS, Figure 2.b). 

 A  degraded  animation  with  hands  hidden  by
spheres (Handless VS, Figure 2.c)

 A degraded animation by freezing the trunk and
head movements (Blocked VS, Figure 2.d)

Since the human signer had no markers on the fingers, the
computer  graphist  manually animated fingers  and facial
expressions by using the rotoscopy method.  So these  3

versions  of  VS  presented  facial  expressions  based  on
those displayed by the real signer. Thus, for each of the 4
pictures (Figure 1), we obtained 4 videos of the descrip-
tion corresponding to 4 types of  signers:  human signer,
complete VS, handless VS, and blocked VS (Figure 2).

3.3 Modality of response
After  each video, a response board with 9 pictures  was
displayed,  and  the participant  had to choose the picture
described in the video. For each video description, 8 con-
fusable  pictures  were  carefully  chosen according  to  the
expert’s  annotations  mentioned  previously.  4  pictures
presented similarities in the lexicon (related to the objects
present in the scene), 4 others in the global structure of the
described picture.
More precisely, the 9 pictures were composed of:

 1 picture corresponding to the correct  response,
the one described in the video (Figure 3: n°6),

 4 confusable pictures with similar spatial struc-
ture (Figure 3: n° 4, 5, 7, 8),

 4  confusable  pictures  with  similar  lexical  ele-
ments (Figure 3: n° 1, 2, 3, 9).

The same response board was displayed in the two condi-
tions "real signer" and "virtual signer", but with a different
ordering of the pictures in the response board.
Because we displayed two degraded versions of VS, we
could test whether the handless VS induces more confu-
sion for pictures with similar lexical elements and, con-
versely, whether the blocked VS induces more confusion
for pictures with similar structures.

Figure 1. Example of pictures used to elicite descriptions in the MOCAP1 LSF corpus. These are the 4 ones used in our
study.
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Figure 2. Extracts of videos in the 4 conditions: a) Real signer; b Complete VS; c) Handless VS; d) Blocked VS.

Figure 3. Example of a response board. The picture 6 is the right answer. Pictures 1, 2, 3, 9 are supposed to induce lexical
errors. Picture 1 could induce the lexical sign “water”; 2: “hole”; 3: “light”; 9: “Roman”. Pictures 4, 5, 7, 8 are supposed
to induce structural errors. Picture 4 could induce a description that illustrates the shape of a hole in the ceiling; 5: shape
of pillars and ceiling; 7: shape of vaulted ceiling; 8: shape of the well edge.

3.4 Procedure
We asked participants to run the test on desktop computer
or laptop to ensure good viewing conditions of the videos,
because the screens of mobile phones or touch pads are
too small. 
The test lasted about 10 minutes. The first page of the test
provided instructions and explanations on the process, and
the informed consent of the participants. The test was per-
formed anonymously. Instructions were presented in writ-
ten form and with a video translation in LSF to facilitate
accessibility and understanding of the task by Deaf per-

sons who might present reading difficulties.
Prior to the comprehension test, participants were asked to
indicate their age, gender, nationality, hearing status and
expertise in LSF. That constituted 3 groups: Deaf Signer
(DS), Hearing Signer (HS), Hearing Non Signer (HNS).
There were no Deaf Non Signer participants. Depending
on the group to which they belong, the participants were
directed toward different questions. For example, a DS or
HS participant had to answer questions related to his/her
level  in  LSF  (according  to  the  European  Common
European Framework of Reference for Language). A DS
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participant had to answer questions related to their place
and age of learning of LSF, etc.
The comprehension test was composed of two blocks, the
first with 4 videos description of VS and the second with
4 videos description of human signer. Within each block,
the order of the 4 videos was randomized. We created 3
different  versions  of  the  VS  (complete,  handless  and
blocked).  So, each participant was randomly oriented to
one  of  the  3  versions  of  VS  (complete,  handless  or
blocked) in block 1 and all participants watched the same
block 2 of human signers. Each video lasted between 20
and 25 seconds. For each trial, one video of description of
picture  in  LSF  was  displayed.  Participants  could  only
view the  video  once.  The  "play",  "stop"  and  "progress
bar" commands were deactivated and backtracking on the
web page was not allowed. To prepare the participant to
the video, a 4-seconds countdown was displayed before
his beginning. Once the video is finished, the participant
clicked on the “next” button to access the page containing
the response board with 9 pictures  (1 good response,  4
“structural”  confusable  pictures  and  4  “lexical”  confus-
able pictures). The participant had to click on the picture
that he thinks correspond to the description in the previous
video, and then click on the "next" button to move on to
the next video. Before starting the comprehension test, a
familiarization  trial,  not  included  in  statistical  analyses,
was displayed, composed of a video of the same person
describing a different image than the ones used in the test.
At the end of the test, the participants had the opportunity
to get the number of correct answers they got and to give
their impressions on the test and on the VS by using a text
field.

4. Discussion
The results of this specific study is not the focus of this
paper.  But  to  say  a  word,  the  very  first  analysis  gives
some insights about the role of movement in understand-
ability. For example, even with the degraded versions of
the VS animations and even in the group of hearing non
signers participants, some of them were able to find the
good response. On the other hand, even Deaf and hearing
signers could be disturbed by the degraded versions of the
VS but not necessarily in the same manner.
The discussion here is more on the design of the test. The
originality of our method is to propose a link between the
information degraded in the stimuli  (here,  hands hidden
and blocking trunk and head movements) and the confus-
able pictures displayed in the response board. This design
allows us to measure the impact of the degradation of a
visual information on the comprehension of the message,
and more precisely on the comprehension of two types of
signs, lexical and depicting, by analysing errors made by
the participants. The results may provide interesting con-
clusions  both  for  linguistic  and  computer  science  do-
mains. First, they could serve linguistic models by provid-
ing  information  about  the  relative  importance  of  the
movement of specific body parts (face, hand and bust) for
the various type of sign (lexical or depicting). Second, this
study may provide some new guidelines for the animation

of VS. Because synthetic animation of VS does not allow
to accurately replicate all the movements of a human sign-
er, a simplification is necessary. So, this kind of study can
propose recommendations about simplification of one mo-
tion parameter  rather  than  another  as  a  function  of  the
message produced (e.g.  lexical  signs or depicting signs)
and of the expertise in SL of the participants.
Moreover, we have yet some inputs on the way the test
could be improved. Actually, near  200 participants have
completed the online test. We had much more participants,
but responses from non-French participants and those who
did not perform the test until the end were excluded from
the analyses. Thus, the design of an online test allows to
get a sufficient number of participants as well as to per-
form robust and reliable statistical analysis. However, we
have not a balanced size of participants in the 3 groups
(Deaf signers, Hearing signers and Hearing non signers).
There  were less Deaf  participants.  It  also appeared  that
several participants had only a smartphone and thus were
rejected from the test for which we asked to use a desktop
computer or a laptop. Also, a limitation is that the parti-
cipants had the opportunity to give their impressions on
the  test  only  by  text.  That  could  be  a  brake  for  Deaf
people who present writing difficulties. We plan to add the
possibility to post  impressions via a video in follow-up
studies of this type.
Another difficulty is related to the duration of the descrip-
tions. They lasted between 20 and 25 seconds, which may
seem short, but they contain an important number of ele-
ments  (between 17 and 26 depicting and lexical  signs).
Overall,  the  descriptions  are  already  quite  complex.
Therefore,  there  may be some memorisation issues that
are part of the difficulty of the task. We assume that this
effect, which is the same for all the participants, has no in-
fluence on the results and interpretations. However, this is
perhaps one of the reasons why some participants did not
complete the test. It would be interesting in the future to
think about a more playful way of presenting the test, like
a serious game for example.
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