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Abstract 

This paper presents the multilingual corpus of four European sign languages compiled in the framework of the Dicta-Sign project. 
Dicta-Sign researched ways to enable communication between Deaf individuals through the development of human-computer 
interfaces (HCI) for Deaf users, by means of sign language. Sign language resources were compiled to inform progress in the other 
research areas within the project, especially video recognition of signs, sign-to-sign translation, linguistic modelling, and sign 
generation. The aim for the corpus data collection was to achieve as high a level of naturalness as possible with semi-spontaneous 
utterances under lab conditions. At the same time the elicited data were supposed to be semantically close enough to be comparable 
both across individual informants and for all four sign languages. The sign language data were annotated using iLex and are now 
made available via a web portal that allows for different access options to the data.   
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1. Introduction 
Within the framework of the Dicta-Sign project (2009-
2012) sign language resources were compiled for four 
European languages: British, German, Greek, and 
French Sign Language (BSL, DGS, GSL, and LSF). 
These resources were used to inform progress in other 
research areas within the project, especially sign 
recognition, sign-to-sign translation, linguistic model-
ling, and sign generation, which then in turn was used 
to improve sign language technology. At the same 
time the data are to serve as a self-contained resource 
for future research. 
In a first step, a multilingual lexical database pro-
viding a core lexicon of approximately 1000 entries in 
the four project sign languages was built. The shared 
list of concepts chosen for the lexicon are of everyday 
use or specifically related to the field of Dicta-Sign’s 
main topic, European travel. Signs were recorded for 
each language and annotated assigning gloss labels, 
form description (HamNoSys) and a rough meaning. 
In a second step, a new corpus on the domain “Travel 
across Europe” was produced by using the same 
elicitation materials for all four sign languages. Prior 
to the project, parallel corpus collection for sign 
languages had only been undertaken in minimal sizes 
or for spoken language simultaneously interpreted into 
several sign languages, but not for semi-spontaneous 
signing by native signers. Because of the “oral” nature 
of sign language and the risk of influences from 
written majority languages the collection of parallel 
sign language data is a difficult task. Corpus planning 
therefore needs to balance between naturalness of the 
data to be collected on the one side and the degree of 

parallelisability of the data across languages on the 
other side. Within Dicta-Sign, the aim for the data 
collection was to elicit sign language data as natural as 
possible with semi-spontaneous utterances under lab 
conditions. With respect to parallelisability of the sign 
language data, elicitation tasks had to be designed that 
result in semantically close answers without 
predetermining the choice of vocabulary and grammar 
(Matthes et al. 2010).  
Corpus data collection took place in each of the four 
countries involved in the project and the sign language 
data were annotated using iLex. A web portal was  
developed to allow access to the corpus data for 
research purposes. 
 

2. Compilation of the Multilingual 
Corpus 

A multilingual corpus on the domain “Travel across 
Europe” was compiled for the four sign languages 
involved in the project (BSL, DGS, GSL and LSF). 
Elicitation tasks were developed specifically for the 
project’s purposes. After recording had taken place in 
all four countries, the sign language data were 
annotated on different levels. 

2.1 Corpus Data Elicitation 
With the objective of gaining sign language data as 
natural as possible on the one hand and comparable 
across languages as well as individual informants on 
the other hand elicitation tasks and materials were 
designed specifically for the Dicta-Sign corpus collec-
tion. One key point in the planning was to film Deaf 
informants in pairs, interacting with each other. The 
tasks therefore mostly required the active involvement 
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of both conversational partners, asking them to discuss 
and negotiate on certain topics or to describe and 
explain things to the partner. The elicitation material 
consists of 10 different tasks, aiming at a session 
length of approximately two hours, and covers 
different interaction formats ranging from monologues 
to sequences of very short turns, also with different 
levels of predictability. It includes communication for 
transport by different means and contexts as well as 
related personal experiences (Matthes et al. 2010).  
The complex studio setup that was decided to be used 
for Dicta-Sign’s data collection consisted of seven 
cameras, two of them stereo cameras (Hanke et al. 
2010a). The different camera perspectives (front, side 
and bird’s eye view) were to help annotators interpret 
the signing. The additional stereo cameras provide 
footage that allows image analysis to reconstruct 3D 
information and help automatic processing. In each 
country, 16 to 18 informants were filmed in sessions 
lasting about two hours each. Not counting task 
explanations or material that needed to be excluded for 
certain reasons, the corpus now consists of 8 to 10 
hours of signed data from 14 to 16 different signers 
per language. 
A variety of post-processing steps were needed before 
annotation work could start, most importantly 
providing backup data, compression of the video files 
as well as precise frame-by-frame synchronisation. 
 

2.2 Annotation 
Corpus annotation work for all four sign languages 
within the Dicta-Sign project was carried out using 
iLex, an annotation environment that is linked to a 
lexical database (Hanke/Storz 2008). The video data 
were integrated into iLex and transcripts were 
produced for all tasks. At UHH, where Session 
Director had been used to run the elicitation sessions 
(Hanke et al. 2010a), it was possible to provide 
automatic tagging specifying start and end of the 
individual tasks and subtasks using time information 
from the Session Director log files. The annotation 
consists of a basic annotation on sign level for subsets 
of the sign language data as well as content tags that 
allow detecting comparable content across different 
signers and languages. 

2.2.1  Sign Level Annotation 
Sign level annotation of the corpus data is now 
available for about 40 minutes up to 5.5 hours per 
language, including segmentation of signs, lemmati-
sation, form description, as well as further details 
depending on the individual language. With regard to 
segmentation of the continuous signing it was decided 
to treat transitional movements between individual 
signs not as part of either sign (i.e. there are gaps 
between two signs during which the articulators move 
from the end of one sign to the beginning of the next). 
This approach, though more time consuming than 
segmenting once in the middle of a transition, offers 
advantages for subsequent processing: Firstly it results 
in the fact that a token tag only represents that part of 

the signal that is described by HamNoSys. Secondly, 
variation between tokens is much lower than if the 
transition would be part of the sign. 
After segmentation the individual signs were 
lemmatised, i.e. unique glosses were assigned by 
means of type-token matching. In iLex this is done by 
linking tags to type entries in the database, which 
results in filling the transcript and a growth of the sign 
language database at the same time. A form 
description of the sign types was added using 
HamNoSys (Hanke 2004).  
As a further step to enrich the corpus data, individual 
project partners conducted extra annotation work on 
data from their respective sign language: For the DGS 
data mouth patterns were annotated by assigning 
either written German words to represent mouthings 
or “MG” as a preliminary tag for mouth gestures. 
Furthermore, in addition to the annotation of Ham-
NoSys on type level form deviations between types 
and the respective tokens were tagged as such in order 
to provide more reliable training data for image 
processing. The GSL data include a tagging of clause 
boundaries, and for LSF pointing, buoys and depicting 
signs were annotated using categories close to those 
proposed in the Auslan annotation guideline provided 
by Trevor Johnston (2011), and for pointing and 
depicting signs some indication on the use of the 
signing space were added. Furthermore, English trans-
lation is provided for parts of the German, Greek, and 
French subcorpora as well as a French translation for 
the majority of the LSF data. 

 

2.2.2  Content Tagging 
The Dicta-Sign multilingual corpus is not a parallel 
corpus in the classical sense as the “oral” nature of 
sign language as well as the risk of influences from 
written majority languages do not allow for such an 
approach. Instead, the aim within Dicta-Sign was to 
elicit semantically close answers without predeter-
mining the choice of vocabulary and grammar. In 
order to allow identifying video sections in the corpus 
with comparable content across individual informants 

Figure 1: Transcript of Task “Travel Agency”  
(DGS informant) 
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and languages, especially for those parts without sign 
level annotation, content tags were assigned that 
reflect the topics the informants signed about. The 
detailedness of the content tags varies across the 
different tasks, ranging from very broad content 
descriptions that mainly reflect the given structure of 
the subtasks to a more detailed specification of the 
topics covered (see examples below). 
 
Example 1: 
For the task “Public transportation” (task 1, category 
“Route descriptions”) the informants are asked to 
explain how to get from a certain place to another 
using public transportation. A map is provided to both 
of them displaying different means of public transport 
and stations. In five subtasks different stations are 
given as departure and destination points and each 
informant is asked to suggest one possible route per 
subtask. 
For each subtask between nine and 12 different routes 
were described. While many of the 60 informants 
described similar routes, several routes occurred only 
once or twice. Mapping information was needed to 
compare information from the different sign 
languages: Route codes were agreed on and pictures 
were produced for each of the routes in order to ease 
the mapping (see pictures below). Discussion about 
the chosen routes was included in the route tags, but in 
cases were further discussion evolved (e.g. advantages 
of taking the bus) this was tagged separately. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Example 2: 
For the task “At the airport” (task 4, category 
“Description of Places and Activities”) one informant 
is asked to explain the procedures taking place at the 
airport as if the other has never travelled by plane 
before. Pictures displaying different aspects as check-

ing in, boarding, and baggage claim are shown in 
chronological order. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The content tags distinguish the different steps that 
were described by the individual informants. Most of 
the topics are directly related to the elicitation material 
– as e.g. check-in, information board, security check, 
food and drinks on board, and baggage claim – and 
were covered by almost all 23 informants across three 
sign languages.1 However, additional topics occurred: 
e.g. Preparation of the trip was mentioned by four 
informants (DGS, GSL, and LSF), airplane fuelling by 
three informants (GSL and LSF) and Amusement 
activities on board by 10 informants altogether (DGS, 
GSL, and LSF). 
 
Example 3: 
For the task “Expectation & Reality” (task 6, category 
“Narration”) the informants were asked to tell short 
stories based on picture cards showing somebody’s 
expectations of a certain situation and the actual 
situation. Topics of the stories were: small hotel room, 
cancelled flight, crowded museum, posh restaurant, 
rained off BBQ, and missed sunset.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                             
1 Only one informant per pair performed this task. For 
BSL tagging of this task is not available. 

Figure 4: “At the airport” (German version) 

Figure 2: Route R2.2 (by 23 signers) 

Figure 3: Route R2.6 (by 1 signer) 

Figure 5: Example from the task explanation 
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With respect to content tagging, the signing was first 
segmented into individual stories (i.e. subtasks), using 
Session Director log file information where available, 
and further divided into the ‘expectation’ and the 
‘reality’ part of the story. For this task, applying only 
two content tags per subtask seems appropriate to 
mark the content, as the individual stories told by the 
informants are comparably short. For example, in the 
DGS data the content tags are – depending on the 
subtask – of a length ranging from 15sec up to 
1min:19sec, with the ‘expectation’ part always being 
slightly longer than the ‘reality part’. This results in 
stories with an average length of about 1min:20sec. 
Both parts of the six stories could be detected in the 
data of almost all informants of the four sign 
languages. 
 

2.3 Metadata 
Personal metadata was collected from the informants 
by means of questionnaires based on the IMDI 
standard with sign language-specific extensions as 
defined in Crasborn/Hanke 2003. As that set covers a 
variety of purposes for metadata (e.g. to support 
language acquisition studies), but does not explicitly 
define subparts, Dicta-Sign defined a subset that 
seemed suitable for the kind of study conducted here 
and also minimised the questionnaire filling effort for 
the informants. 
Metadata was collected in a finer granularity than 
appropriate for publication, however standards are not 
yet available that specify suitable coarsenings for such 
data. Therefore, two levels of coarsening were defined 
within Dicta-Sign for different publicity levels of 
informant data (see below on portal structure). For 
example, the informant’s date of birth is converted to 
the age in years for restricted access and age range 
(e.g. 41-50) for public access. 
For the time being, data are made available in IMDI 
session file format. We plan, however, to convert 
these data into the CMDI component structure. 
 
 

3. Exploitation 

3.1 The Dicta-Sign Web Portal 
A web portal was developed to allow access to the 
Dicta-Sign language resources for public use as well 
as research purposes. It can be accessed from the 
Dicta-Sign website: http://www.dictasign.eu/Main/ 
Portal. Besides Dicta-Sign’s basic lexicon and further 
training data for sign recognition the portal presents 
the multilingual corpus, allowing for different access 
options to the data. 
 
 
 
 
 

 
 

 

3.1.1  Layout 
The Dicta-Sign web portal offers different approaches 
to access the corpus data:  
 
• By Language & Informants: For every sign 

language the available recording sessions (i.e. 
pairs of informants) are listed. Via the sessions 
all tasks performed by the respective informants 
as well as informant metadata information can be 
accessed.  

• By Task & Languages: For each task that the 
informants were asked to perform a short des-
cription as well as the elicitation material is 
provided. Grouped by languages, all data-by-task 
items for a certain task are listed and can be 
accessed. In addition, the content tags defined for 
each task are presented. 

• By Task & Topics: This approach makes use of 
the topics identified as part of the annotation 
process. By listing all content tags of the indivi-
dual tasks it allows access to comparable data 
across individual informants and languages.  

 
 
 
 
 
 

Figure 6: The Dicta-Sign web portal 
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3.1.2  Access Levels 
There are three accessibility levels to the corpus data:  
 
• Publicly available on the project site: Metadata 

and “appetisers” to the video and transcript data.  
Information on elicitation materials is at the same 
level of detail as previously published (Matthes 
et al. 2010).  

• Restricted access for researchers: Elicitation 
materials available for researchers’ own purposes 
as well as to fully understand the data collection. 
Video and transcript data as available in a 
standard format (H.264 for video, ELAN and 
iLex export format for transcripts), more detailed 
metadata. 

• The third level is not available online, but 
requires arrangements between the researcher 
interested and the individual partner owning the 
data. This includes higher-resolution less com-
pressed video and stereo data and even more 
refined metadata.  

 
The corpus video and annotation data linked to the 
portal via the different access options are made 
available as videos with and without subtitles, in iLex 
export format as well as in ELAN format. The 
elicitation material including task explanations in the 
respective sign language is provided as Keynote or 
PowerPoint documents.  
Additionally the web portal includes contact forms for 
researchers who request higher-resolution and stereo 
data from individual partners or ask to contact infor-
mants to be given access to more detailed metadata or 
to suggest additional data collection. 
 
 

3.2 Finding the most Parallel Content Tags 
The content tagging, as described in chapter 2.2.2, 
facilitates a rough comparison of the corpus data on 
the semantic level. Via the “Task & Topics” approach 
of the portal access to individual topics is provided 
and allows for direct comparison across languages and 
individual informants. The problem remains how, for 

a given topic tag, to find the closest match in another 
language, from the set of identically tagged stretches 
of signing offered by the portal. 
Here we report on the experiments undertaken to gain 
a better understanding of what can be done for sign 
language corpora. For written language texts, a variety 
of similarity measures have been suggested in the 
literature, often relying on probabilistic models. As the 
needed statistical data are not yet available for sign 
language lexicons, we started with a very simple 
measure, namely lexical overlap count relative to 
sample size within one language (DGS) in the “At the 
airport” task. Not surprisingly, this measure highly 
depends on lexical variation. In fact, it becomes 
useless if signers with different sign dialects are 
involved. However, computing overlap in the semantic 
domain (concept entries assigned as meanings to the 
types) and thereby eliminating the influence of lexical 
variation provided results coming close to the 
annotators’ intuition. 
In order to apply this approach to content tags from 
different languages, a common semantic basis such as 
compatible SignNets in the sense of WordNets would 
be needed. Dicta-Sign has provided a list of 1000 
concepts and signs in each of the four project 
languages for each of these. In many cases, WordNet 
sense keys could be assigned to the concepts whereas 
in other cases the sign languages require a granularity 
not provided by a WordNet for English. 
Now we used the same measure as before, but only the 
instances of types with meanings in the 1000 concepts 
list could be taken into account. In our test case – 
DGS-BSL – this meant a reduction of the counts to 
one third, to sample sizes of 10-80 concepts. Overlap 
measures were no longer comparable, but seemed to 
provide tendencies nevertheless. 
In order to provide more reliable measures, larger 
cross-language resources would be needed, ideally a 
“EuroSignNet”. 
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