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Abstract
Computer aided human gesture analysis requires a modektfrgs, and an acquisition system which builds the reptasen of the
gesture according to this model. In the specific case of coenpsion, those representations are mostly based on trésidescribed
from a perceptual point of view, but some recent issues in Bigguage studies propose to use a proprioceptive dasorigtgestures
for signs analysis. As it helps to deal with ambiguities innocular posture reconstruction too, we propose a new repiason of the
gestures based on angular values of the arm joints basedioglesamera computer vision algorithm.

1. Gesture representation classification rely on the way gesture is performed. This
1.1. Previous work approach is presented in recent linguistic research (Boute
Most of the descriptions of Sign language vocabulary2001) which suggests that an articulation-based represen-
: Lo . . . “tation may have appropriate properties to allow the repre-
relies on linguistic studies and are those used in notation ) . A
or transcription systems, SignWritihgHamnosy? (Prill- sentation of the function of the gesture. So that, using join
witz and al., 1989). In ’the case of computer aided Signvalues to represent gesture is an interesting choice. $his a
language analysis, we distinguish systems using a specifﬁ:umpt'on leads us to propose a method, l.)aSEd ona S'T‘g.'e
hardware such as data gloves (Braffort, 1996)(Starner Tcamera to cpmput(_a a gesture representation based on joint
1998)(Vogler C., 1999) and those using cameras. Datgngle evolution in time.
gloves based applications process directly on values pro-

vided by the sensors. in he case of a computer vision 2,  Computing articulation values from a

system, gesture model cans be bidimentionnal or tridi- single image
mentionnal. When several cameras are used (Wren C.,
1999)(Vogler C., 1998)(Somers M.G., 2003p recon- Articulations values calculation is performed in two

struction is possible and gestures can be analyzed direct§tages : a geometrical reconstruction of #ie posture of

in 3D space. In the case of a single camera, gesture an#1e arm and the computation of corresponding articulations

lysis can be performed directly 2D images (Starner T., Vvalues. As we use a single camera, a digdetreconstruc-

1998)(Tanibata N., 2002) or some additional image protion of the arm is not possible, and the geometrical method

cessing has to be performed for a partid@ estimation.  provides us with a set of four possible configuration of the

In this case, visual aspect of gestures is deduced frordifm in a given image. A configuration is represented by

3D models (Horain P., 2002)(Athitsos V., 2004), &P the3D Cartesian coordinates of each joint (shoulder, elbow

model is used to constrain the reconstruction (Lenseigne Band wrist). Those coordinates are grouped together to form

2004). Both solutions leading to ambiguities. a set of four possible motions for the arm and joint values
Thus notation systems and vision-based gesture ang&an be computed for each trajectory to build articulation-

lysis systems use a representation of signs derived frorhased motion representation.

a tridimentionnal perceptive description. Gestures are lo

cated in a speaker-centered frame (ScF) (fig. 5) but de2.1. Geometric resolution

cribed from external point of view. Those descriptions are In this section we describe how to reconstruct a set of

: %ossible?)D pose of a human arm from a single picture
¥Jsing a single calibrated camera. This configuration is de-

used primitives are, straight, curve and complex mOtlonSfined by the position of each segment’s limits (shoulder, el-

Such a cla§S|f|cat|on is only sunab]g fo.r standard Vocapbow and wrist) in Cartesian coordinates. Given an image,
ulary description, leads to a classification of gestures i

terms of metrical primitiv nd to a descrintion of Nve are able to reduce the space of possible poses for the
erms ot geometricaip ) €s anc 1o a descrption otgesy m 1o four configurations only using a simple model of the
tures from the observer’s point of view.

scene, the camera and some assumption about it.
1.2. A new gesture representation

A different way to represent gesture is to use a proprio?-1-1-  Requirements

ceptive point of view. In such a case, motion analysis and Our technique is based on several assumptions, which
may be crippling under an uncontroled environment.

‘http: //ww si gnwri ting. org/ However they could be raised if reconstruction can be per-
2http: // ww. si gn- | ang. uni - hanbur g. de formed with a scale factor which does not affect joint values
/ Proj ect s/ HamNoSys. ht m computation.

85



Acquisition device : The acquisition device is made up determine the position of the preceding articulation ard th
of a single camera, which has been calibrated in order to bkength of each segment of the arm, which means that we
able to calculate the equation of the projective ray acroskave to know, from the beginning, tt3> position of the

a given pixel, which suppose that the perspective transforshoulder. This can be problematic in an uncontrolled envi-
mation matrixC is known. Many techniques of calibra- ronment. However, when the problem is to obtain qualita-
tion were previously proposed, for instance in (Gurdjos P.tive or relational values, or for angular values calculatio
2002) or (Heikkila, 2000). a reconstruction with a scale factor can be sufficient. The

Tracking the articulations :  We also make the assump- position of the shoulder could then be fixed as a prelimi-
tion that we are able to identify theD positions of the three  Nary. ldentically, dimensions of each segment can be fixed
articulations of the arm in the image. Tracking techniquest'Pitrarily as long as the ratio of their respective lengghs
abound and depend on the problem to solve (degree of héespected.

mogeneity of the background, the use of markers, motio 1.3. Algorithm

models, etc...). The precision needed for tracking depends The method we present exploits a simple geometrical

on the precision needed for reconstruction. A study of the odel of the scene and especially of the structure of the

!nﬂuence_of tracking errors on reconstruction can be founé;rm_ We suppose that the coordinates of the points corres-
in (Lenseigne B., 2004).

ponding to the articulations are known, in the image. They

Armpose : We only speak here about rebuilding the pos-can be writen in homogeneous coordinates as :
ture of an arm, without considering the hand. Within the

framework of a geometric resolution, we define the posture ® for the shoulder py = (uq,v1,1)"
by the position in space of the articulations (shoulder, el-
bow, wrist), i.e. if coordinates are expressed in the camera

frame : o for the wrist :p3 = (u3,v3, 1)T

; — T
o forthe shoulder 1 = (X3,Y1, Z1) After the calibration of the camera, we can compute for
o forthe elbow :P, = (X3, Ya, Z5)T each pointin the image the associated projection ray, which
. is the line (passing by the optical center and the pointimage
. — T
o forthe wrist:P5 = (X3, Y3, Zs) considered) containing D counterpart of this point.
Using this representation, the estimating of the posture ofq; ¢ possible configurations for the elbow : knowing

the arm is reduced to the calculation of three points inP1 the (possibly arbitrary) position of the shoulder in space,
Space. the set of possible positions for the elbow can be defined as
212 Geometrical model of the arm the spherés; centered on the shoulder and whose ray is the

The arm is modeled by the articular system connect!e€ngth|[Z1]| of the arm. The Cartesian equation of such a
ing the shoulder to the wrist. This system consists of arSPhereis:
ticulations (a ball-and-socket joint for the shoulder and a 9 9 9 2
revolving joint for the elbow) connecting rigid segments (K—2) "+ M-y + (D=2 =Ll =0 @)
(arm and forearm) noted, the segment; connecting the g4, ation of the projection ray :  p; is the position of
articulations?; and P;+,. The position of the final body yhe shoulder in the image, expressed in homogeneous co-
corresponds to the wrist position, i.e. witty, end of the o qinates. The calibration of the camera gives us the pers-
segments. Since those articulations allows only pure ro- ye.ive transformatio’ matrix defining the transforma-
tations of the segmeit around the articulatio;, we can tion from a3 frame associated to the canterm the2D
define the set of the reachable positions by the articulationnage frame®. The matrix defining the perspective trans-

P;(j = 2,3) as a sphere, ce{ntergd on the preceding artiCugymation which forms the image is traditionnaly written as
lation P;_, and whose ray ig/;||° (cf. figure 1). Using

o for the elbow :pz = (uz,ve, 1)T

follows :
LTI T T fku 0 UO
AN N C=| 0 fkso o )
Where:

e fisthe focal length ;

e k., k, are scale factor, horizontal and vertical, in
pizels/mm

Figure 1:Model of the articular system of the arm. The sphere ® (0, v0) is the position of the principal point in the
represents the set of the possible positions for the elbow. image frame (the projection of the optical center of
the camera).

this model, the reachable space for each articulation posi-
tion becomes a sphere whose parameters are known if we “the origin of this frame is in the optical center

Sthe origin of the image frame is in the left higher corner of
3|/1;|| is the norm of the segmeht the image
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This matrix let us deduct the position in the image frame 0f2.2. Extension to image sequences analysis

apointp; = (u;,v;, 1)T projection of a point whose coordi-

nates are expressed in the camera fréne (X;,Y;, Z;)7

U; fku 0 (') Xi
v | = 0 fky wo Y )
1 0 0 1 Z;

In the case of image sequences, we calculate a set of
3D points candidates for each image. During the sequence
those points have to be merged to build trajectories. For
each branch of the solution tree (except particular confi-
guration) there are two points to assign to a pair of tra-
jectories. Since it is not possible to know directly which

The inverse of this matrix is used to calculate, for eaChpoint must be attached to a given trajectory, we introduce

point p; in the image, the equation of the associated pros |inearity criterion
jection ray in space. The projection ray is the line passing,ectorsj}/
through the focal point of the camera and the considere

point in the image plane. The originaD point is neces-

sarily located on this line. Here is a parametric equation o

the projection ray, wherg is a simple multiplying coeffi-
cient:

Ri(A) = Aps @ 3
pi represents the coordinates of the image point in the
camera frame :

D 1~ : 1 i f%“ 0 fiﬁ
pi = C_ pi W|th C_ = 0 f]lcv f'U];)U (5)
L O 0 1
[ (ui—uo)
So that )p; = (U};:o) (6)
1

Therefore the3 D position we search is the intersection of

. we calculate the angle between
ik andV, ki1, whereV, ;, is defined by
gointsﬁi,j,k,l andP; ; ., andV, 41 by pointsP, ; , and
P.iri1. Pijristheji(j = 1,2) estimated space coordi-
nates of the articulationin the k** image of the sequence.
We must therefore calculate the norm of the cross product

1Viju AV igarsill = 1 Vil Vigaslsin(a). (figure

the surface of the sphefs defining the set of the possible Figure 2:Building trajectories : we first compute the cross prod-

configurations for the elbow, and the projection rag\).

Calculation of those intersections in the camera frame co

sists in determining values forsuch as :
(X1 — )\(u};:o))Q + (Y — )\(v};:o))z
+(Z1 =) = ul*=0
This is a second degree polynomial +b\+c = 0 whose
coefficients are :

a= ((Ui;:(ﬁ)2 + ((U};:O))Q +1;
b=2[(Md) (- Xy) + (L) (-v1) — Za); (8)
c=XI+YP+ZE-12

Solving this polynomial gives two possible values far

possibly a single double one, the positighs;(j = 1,2)

possible for the elbow comes now directly sincg\) =

ADi.

)

n_

uct between the last guiding vector of the current trajgctord
the new one build by using the (white) candidate point. Linea
rity criterion consists in merging to the current trajegttite point
which minimises the norm of this cross product.

The candidate for which the norm is weakest is affected
to the corresponding trajectory. The second point of the
branch is then affected to the other one.

Particular configurations :  The construction of the tra-
jectories described above can be done correctly in the ge-
neral case where the algorithm gives two intersections bet-
ween the projection ray and the sphere. However there are
configurations where this assumption is false. Those con-
figurations must be taken into account in the algorithm ;
they can also be used as detector for particular movements.
There are two categories of particular configurations:

Using the same technique, we are able to calculate the 1. The polynomial (8) has only a single solution. It hap-

possible positiongs ;(j = 1..4) of the wrist, considering

pens when the considered segment (arm or forearm)

the two spheres whose centers are given by the estimated
positions of the elbow and rays by the length of the forearm.
We can calculate for each value of the position of the elbow
two possible positions for the wrist and thus four possible
configurations for the arm.

This algorithm allows us to reduce the set of possible
configurations for an arm to four possibilities for a single

image. Elbow’s positions are symmetric in regard of a plane 2.

parallel to the image and containing the shoulder. Calcula-
tion of the wrist's position is performed from each possible

elbow position so that we obtain four possible positions for
the wrist. In the same way as for the elbow, each couple of
solutions is symmetric in regard of a plane parallel to the
image and containing the corresponding elbow position.
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is included in a plane parallel to the image plane. In
this case, the projection ray is tangent to the sphere
and there will only be a single “intersection” with the
sphere. This point is then added to the both trajecto-
ries : it indeed corresponds to a case where the two
possible trajectories will cross.

The polynomial (8) does not have any solution. In the
absence of noise, this case can occur only for the wrist
. after having calculated the two possible positions for
the elbow, we define the pair of spheres which forms
the set of the possible positions of the wrist. There are
cases where, based on the “wrong” position of the el-
bow, the sphere does not have any intersection with the



i 6; | d; oy a; matrix for a revolving joint is :

1[0, 0] —n/2]0

216050 71-/2 0 cos f; —sin6; 0 ai

316 [h[—7x/2]0 T e et oo dioomar
alo, 0] x/2]0 0 0 0 1

510 [&] 0 |0 ©

Whereb;, «;, d;, a; are the DH parameters.

Table 1: DH parameters describing the human arm systeny; o ct geometrical model : The direct geometrical

model gives the transformation from Cartesian coordinate
space to angular values of the each joint. Thé matrix

projection ray. Those configurations directly allows us L5 SPecifies the homogeneous transformation from frame
to cut a complete branch from the solution tree. 0 (the shoulder) to framé (the wrist) (figure 3). This
matrix is built by multiplying the successive homogeneous
2.2.1. Angular values calculation transformation matrices ' 7;,i = 0, .., 5.

The parametric model of the human arm is based on
the modified Denavit-Hartenberg (DH) parameters descrip-
tion (Denavit J., 1955). This representation provides a sys
tematic method for describing relationships between adja-
cent links. As long as the frames attached to each articu-
lation are positionned using DH algorithm (Cf. 2.2.1.. The
model consists in dx4 homogeneous transformation ma-
trix corresponding to the transformation from litiko link
3, which describes, in fact, the arm system. This ma-
trix is parametrized with angular values of each joint and
link lengths. This matrix constitute the direct geometrica
model. Whereas the inverse geometrical model provides
the joint angular values in function of the joint Cartesian
coordinates.

Modified parameters of Denavit-Hartenberg: The DH
method is systematic as long as the axis sysgm@ttached
to each joint (figure 3) is defined using the following rules :

1. O,_1 is the perpendicular common to link;_; and
L; axes located on link;_1 ;

2. axisz;_; is the unit vector of the common perpendi-

cular oriented from link;_; to link L;_; - Figure 3:Arm model showing the frames used in direct geomet-

ric model calculation

3. z; is the unit vector of linkZ; ; . . . .
This model is parametrized t#y, the joints angular va-

4. axisy; is setso thaty; = 2z A z; lues, and allows cartesian coordinates calculation. Fer an
gular coordinates calculation we need to inverse this model

5. relationships between frani& andR;_; are defined

. ' Inverse geometrical model : The inverse geometrical
by the following parameters :

model is parametrized by the Cartesian coordinates of the

wrist and returns the angular valdefor each joint. The

first way to calculate this model would be to calculate the
inverse of’ Ty, but in regard of the complexity of the calcu-

e d; : the distance from the origin of thg — 1) |ation, splitting up the kinematic chain will be a far better
coordinate frame to the intersection of the 1  solution. We calculate angular values for each joint sepa-
axis with thez; ; rately by defining the inverse transformatitif, that gives

us the shoulder’s joints angular values from elbows’s Garte

sian coordinates (expressed in frafig) and >T3 which

gives us elbow’s angular values from wrist's Cartesian co-
e a; : the offset distance from the intersection of grdinates expressed i, frame. R}, is a virtual frame ori-
thez;_; axis with thez; axis. ented ask, and centered on the elbow.
Considering only the shoulder, we can write DH para-
With the joint frameD and1 jointed, the arm model is given meters (table 2) for the shoulder-elbow system, and define
by the D-H parameters is shown in table 1. the homogeneous transformation matfik; transforma-
DH parameters are used to write an homogeneous tranfion matrix by multiplying the elementary transformation
formation matrix for each joint. The generic form of the matrices (9)which specifies the transformation from frame

e q; is the offset angle from axis_; to z; around
Ti—1,

e 6, :thejointangle from:;_; to x; turning around
Zi ;
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Oxy : horizontal plane
0 Oxz : sagital plane
B C) Oyz : frontal plane
62

Figure 4:The inverse geometric model of the arm gives the joint
angular value#, 62 (shoulder joint) fs, 64 (elbow joint) know-
ing shoulder, elbow and wrist Cartesian coordind®esPs, Ps Figure 5:Representation of speaker-centered frame (ScF) show-

ing the planes where most of the elementary gestures areagal

) 91' dz (67 a;

1[6,] 0 [—=/2[ 0 The results (fig. 6) concern two circular motions of the left
216, 0 /2 | 0 hand done in a plane parallel €y z plane of ScF, the first
30| [, 0 0 one with the arm in extension (gestugand the other one

with the elbow bended (gestuB). The third gesture pre-
sented is a circular one made with the elbow bended in a
plane parallel t@zz plane of ScF (fig. 5) (gestu@). So

that gestureg\ and B have quite similar aspect from the
viewer's point of view and that gestui andC are per-
formed by moving articulations in a similar manner. Joints
values are computed on each solution provided by the geo-

Table 2: DH parameters for shoulder-elbow system

R;_itoframeR;(: =1,2,3):

cos B2 —sinfy; cosfi2 —l1 cos Oy sin sy X X X
op, _ | sinficosfy  cosfy  sinfis —l1 sin 012 metric reconstruction algorithm.
3 = .
— sin 62 0 cos 02 11 cos s . .
0 0 0 1 Figure (6) presents angular values evolution for each

joint of the arm model and for three different gestures.
Wherecos 12 stands foros 01 x cos 0z. Those values are presented in polar coordinatespguet
The fourth column of T represents the direct geometric rameter stands for time (which means that gesture duration
model, so the inverse geometric model is : has been normalized). Different curves correspond to an-
gular values computation for each geometrical solution. If
{ 01 = arctan(yz/x2) we except noise on angular values implied by geometrical
02 = arccos(z2/l1) reconstruction, different angular trajectories for a same

Doing the same calculation for the wrist brings (wrist's gle can be either confusgd (fig 8, and 94. vgrlat|ons for
cartesian coordinates have to be expressed in elbov\?_estureA) or symmetric (fig.6¢, andf, variations for ges-

(10)

. ureB andC). So that for each solution, changes in angular
centered frameks) : L .
value variation occur at the same time.
One can remark too, that gestuBeandC have closer

(11)  signatures than gestufeandB in the sense that; 0> and

{ 05 = arccos(z3/12)
0, = arctan T
! (a/w3) 03 variations have the same kind of symmetry for those ges-

As the arm model is redundant, direct inversion usingtures :6; andf, are symmetric in regard of on a horizontal
the analytical solution will lead to unexpected reversal inaxis anddz values present symmetries in regard of a verti-
angular values. To avoid it, we use a numerical resolutioral one. And that angular values for each articulation take
method to compute the first two joint valuek (f,). This  values in the same part of the angular space.
method can be initialized with previously computed values
so that the new ones stay as close as possible to them which 4. Conclusion
leads to smooth trajectories. Solution is computed itera- A 1ation-based motion representations are used to

t|vely using the pseudo-inverse of the arm system ‘]aCOb.'aff‘nprove results computed by a single-camera geometrical
(Klein C.A., 1983). Only the last two values are analyti- 51qrithm which estimates possible poses of a human arm,
cally calculated. This apprqach allows us to. qbtaln aget OBeing given a single image. This algorithm, provides us
angular values corresponding to the giviiil joints posi-  ith 5 set of four possible motions for the arm in space. We
tion, even when the arm has a singular configuration. 1546 the assumption that using such a representation of
. . . . gesture could allow us to use any of those solutions for ges-
3. Articulation-based motion representation ture analysis. Primary experimentations on simple gesture
Articulation-based motion representation could be usedrought out relationships such as symmetries or confusion
to distinguish, among geometrical solutions, the good onehetween angular values for the different solutions, which
so that the first point to study is the variation of joint vadue is due to symmetries between the different solutions. On
for each solution. The second one concerns the possibilitthe other hand, recent linguistic issues made the assump-
to use those representations to differentiate gesturesibastion that using a proprioceptive representation of gesture
on the way they are made. Preliminary experiences havis more suitable for Sign language analysis than a descrip-
been made using a video corpora of elementary gesturegon based on elementary gestures described from an ob-
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Figure 6:0n the left :gestureA,B,C representation in ScF. Ges-  for irish sign language interpretation. ACM Proceed-

ture A andB have similar visual aspect from the viewer's point  ings of the 1st international symposium on Information

of view, while gestureB andC are performed with similar ar- and communication technologid3ublin Ireland: Trin-
ticulation motion. On the right : joint values computed on each ity College Dublin.

gesture and for each solution provided by geometrical i€ico0-  gtarner T., Pentland A., Weaver J., 1998. Real-time ameri-

tion. Each solution is displayed as different curve. Eadplr o1 gign Janguage recognition using desk and wearable

presents the evolution of the angular value for a given affigien computer based videolEEE Transactions on Pattern

left to right, from top to bottom 8., 05, 03, 04. Angle values are . . - .
displayed in polar coordinates apgbarameter stands for the time Analysis and Machine Intelligenc20(12):1371-1375.

so that a constant angle value for an angle would be displaged Tanibata N., Shirai Y., Shlmada N., 2002. Extraction of
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15th International Conference on Vision Interfaczal-
gary, Canada.
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language gestures from this point of view, but primary re-
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