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Introduction
Background

e Syllables of the sign language are combinations of syllabic components, and
the composition rules for the syllables are still unclear. [1]
o Locations, movements, and handshapes are the syllabic components

= We want to decompose a number of syllables into syllabic components
to analyze the rules, but manual decomposition iIs costly.
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e Multitask learning of syllabic components to share
the information among syllabic components

Experiments & Discussion

Experimental settings Results
e Syllable database in JSL [3] ® [he pre-training method improved the performance of
o 1,072 syllable videos recorded with a single signer movement and handshape components.
o 22,55, and 69 categories for location, movement, and e Multitask learning was ineffective or harmful in classifying
handshape components syllabic components of JSL.
Movement # | Handshape # | Location i
: N Method Location Movement Handshape
Rightward movement of a hand 142 | & 138 1 835
* VKNet 380.33 (£1.06) 38.55 (£1.25) 35.20 (£2.55)
Forward movement of a hand 135 | /) 125 |"lempies: 40 + Pre-training 81.16 (+£2.05) 52.41 (£0.86) 44.72 (+3.55)
Wrist rotation: outward rotation of a wrist 120 C\Q'z 57 | Mouth 32 + Multitask learning  81.99 (£0.00) 45.76 (£0.82) 42.23 (+1.34)
Downward movement of a hand 117 é—\\i Chest 23 w . _ : :
e R I e L e [o verify the influence of pre-training, we visualized the part of

e Pre-training dataset: WLASL [4] the video VKNet focused on, using AOSA [5].

o 2,000 glosses for Sign Language Recognition (SLR)
e Evaluation: micro-F score

To perform pre-training on WLASL, |
more focus on dominant hand

Train Dev Test

Syllable datasbase 750 161 161
WLASL 14,289 3,916 2,878

less focus on background

Conclusions & Future Work

Conclusions

e Objective: Constructing a syllabic component classification system based on JSL videos using deep learning.

e Method: Syllabic component classification for the dominant hand using pre-training on ASL data and multitask learning

e Results: Pre-training improved performance of movement and handshape components, but multitask learning was not effective
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