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Abstract

Our study tackles Non Manual Gestures (NMGs) artimotavithin the context of Sign Language (SL) reshaand more particularly
within the context of automatic generation of Fiei@ign Language (LSF). Present descriptions nestdritiation for the animation
software. Thus, we propose a new annotation metbhggowhich allows us precise description of NMGsdawhich takes into

account the dynamic aspect of LSF. On the videpumrwe position points on elements to be annagtadeobtain their coordinates.
These coordinates are used to obtain precise @osifiall NMGs frame by frame. These data are ueezl/aluate the annotation by
means of a synthetic face, for numerical analysysusing curve), and, finally, to obtain numerideafinition of each symbol of our
annotation system based on arrows

1 Introduction

This paper deals with non manual gestures (NMGs
annotation involved in Sign Language (SL) withireth
context of automatic generation of SL. Many rese@sdn

SL emphasize the importance of NMGs at differen : .
language levels (lexical, syntactical, pragmaticand (Sutton, Gleaves, 1995), describe the NMG postuth w

recognize that NMGs are essential for the messa ore or less,, iconical graphical forms (Figure 1:
comprehension. However, the NMGs structure knowdedg eyebrows high trar?sc.rlbe.s by dlffer_ent systems). )

is limited. Our purpose is to refine the knowledge This type of description is not suitable for autdima
NMGs structure and their roles. To acquire thisgeneration systems because they do not containrahe
knowledge, it is necessary to have precise Nqudwatlon. Moreover these descrlpt|on§ relate tgiven
descriptions. These descriptions are obtained fthen instant and do not allow us to describe the movémen
observation and annotation of a video corpus. Deipgn  intensity and dynamics. For example, for a desioript
on the degree of precision we need, the first ssep ~ such as “Eyebrows high”, we would like to know the
conceptualize an annotation methodology. We suggest movement intensity and the raising duration. Thbese
this paper a methodology, which allows us a nuraéric Systems are not accurate enough to study the iamuet
annotation of NMGs for a precise description of N§G ©f these elements in the meaning transmission.
structure. This study is based on French Sign Laggu In this article, we suggest a new methodology &gito
(FSL) but can be used for another SL. the eyebrow and eye movements. This allows usuiyst

The next section presents the context of this stddy the NMG movements with the aim to provide precise
available descriptions and transcriptions of NM@d the ~ descriptions of these movements. Describing NMGs
presentation of our purposes. In the third sectioe, Precisely imply a rigorous annotation of the diéer

suggest a new annotation methodology, which allass NGM movements that can be observed on a video sorpu
to study the NMG movement dynamics. The methodology must provide the means to desalibe

the phenomena and the study of the NGM movement
dynamics. The methodology has also to provide mébr
definition of NMG structure.

2 Problematic

)\t present, descriptions of NMGs are symbolical.
Transcription systems like HamNoSys (Prillwitz and
IZienert, 1989), D'Sign (Jouison, 1995) or SignWigfi

DSign: M<

T.
HamboGys: 7~

Sigrivwitng: @

Wocale language: Eyebrows high

Figure 1: Many transcriptions of “eyebrows hig
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3 Methodology

This part presents an application of our methodplog
eyebrows and eyes movements. For annotation, we use
LS-Colin corpus (Braffort et al, 2001; Segouat, férd,
Martin, 2006). The video quality and the close-hptsare
particularly precious for our study. Moreover, weed
Anvil software because this software offers thesfmkty

to annotate with personal icons and colors, whilofi
great help for a visual perception of phenomena.

Moreover, Anvil allows us to directly annotate dmet
video frames by means of points. Their coordinatms | c
then be exported for further treatments. Figure 2: Frontal muscle frontal and the associated
The first section (3.1) presents how the video was e€yebrows AUs: outer extremity rise (AU1) and inner
annotated based on the FACS system (Facial Actiorextremity (AU2). Pictures extracted from the Artvaty
Coding System). In a second section (3.2), we @xpfa  website (Contreras Flores, 2005) and the FACS méanua
detail the annotation data processing. Then, tsetlaee  The corrugator supercilli muscle, the orbiculadsuli
sections (3.3, 3.4, and 3.5) present three data the# muscle and the procerus muscle allow lateral moweme
permit to analyze and evaluate the annotation. of the eyebrows, which is inducing a variation bt
distance between the eyebrows (Figure 3).

Figure 3: Thecorrugator supercillii muscle (picture A), the anbiaris oculi muscle (picture B) and tproceris
muscle (picture C), responsibles of the AU4. Pesuextract of Artnatomy (Contreras Flores, 200%) BACS
manual.

3.1 Annotation on the videos o The figure 4 shows three Aus combination: AUs lhwt
For the eyebrows movement description we use theS-A (inner rise and eyebrow lowering), AUs 1 with 2ngn

system, which has been designed for the descrigifon and outer rises), and AUs 1, 2 and 4 (inner andraiges
emotion mimics. FACS is a description system ofdiac and eyebrow lowering).

expression, which is based on facial muscles (Ekamah
Friesen, 1978). Actually, Ekman and Friesen useethe
muscles as a base for the definition of all faceentents.
FACS measurement units athe Action Units (AUS),
which represent the muscular activity that produces
momentary changes in facial appearance.

For the eyebrows, Ekman and Friesen distinguish fou
muscles allowing three actions: rise of eyebrowemn

(AU1), rise of eyebrow outer (AU2) and eyebrow - = T

lowering (AU4). s L R C i

The frontal muscle (Figure 2) is responsible of fise of Figure 4 : Three AUs combinations. Picture A: AU1 +

the eyebrow inner and outer extremities. AU4 ; Picture B: AUL1 + AU2 ; Picture C: AUL1 + AU2 +
AU4

1
2

www.artnatomia.net
http://www.face-and-
emotion.com/dataface/facs/manual/TitlePage.html
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Theses pictures show that the size of the eyebraw c 3.2  Calculation on the 18 point coordinates

change according to the AUs and their comblnatlonsr:or the data processing, we used Séllabftware, free
Moreover, the m|_ddIe of the eyebrpw r_|ses W'th gger software for scientific calculation, which allows,wvithin
amplitude than its outer extremity, implying a more . “gerint the automation of calculations. The ingsit
|mporta.nt perception of movementm _th's area. ~ coordinates of each point. These data are used for
FACS is a formal coding system is useful for facialcalculations to compute the position of each point
expression description. However, it does not allew independently of the head movement, frame by frame:

description of dynamics (temporal gnalysis...). Then 1. First, we calculate the average coordinates of the
only use FACS as a base, from which we have el&bora extremity and middle of each eyebrow for each

our own methodology. frame (2-3, 7-8, 11-12, 16-18 for the extremities,
For the eyebrows, FACS distinguishes two pointsi€in and 4-5-6, 13-14-15 for the middles).

and outer extremities), which can move on horizioatel 2. The news coordinates are used to calculate the
lateral axes. We retain these points for the video distance (D) between these 3 points of each
annotation. But because of its greater movement eyebrow to the extremity points of the eyes (for
amplitude, we also consider the middle of the eyabr example, the distance between the point 1(x1,y1)
and annotate it. and the average point 2-3 (x2,y2)):
Moreover, to limit the annotation imprecision invetl by D =V((x1 - x2)2 + (y1 — y2)?).

the eyebrow thickness we double the extremity goint 3. We calculate the variation (V) of the position at
(inner and outer) for each eyebrow and triple thiddie the frame (n) by means of the Distance (D):
point, the most difficult to accurately position. V(n) = D(n) — D(n-1). This variation can be
Finally, to determinate the eyebrows movements positive (for a rise) or negative (for a lowering).
independently of the head movement, we consider 4. Then, the variation (V) allows us to calculate the
reference positions: the two extremities of eaah ey position (P) of each element, independently of
Thus, we position 18 points on each frame of thiewei the head movements, for each frame of the video:
(25 frames by second). The figures 5 and 6 show the P(n) = V(n) + P(n-1).

location of each point.

After having annotated the whole video, we exploet 2d
coordinates x and y of each point. Calculationghmses
coordinates give us precise data of the eyebrows
movements.

These final data are used for the annotation etialuand
analysis.

Figure 5: Site of 18 points

3.3 Intermediate evaluation

These numerical data allow us to automatically cgee
the eyebrows animation on, a synthetic face. For the
generation, we used the Xfaceoftware (Balci, 2006).
Xface is a 3D talking head and was built for vocal

Figure 6: Corpus video extract with points. production; not for SL production.

This automatic generation allows us to have a first
qualitative evaluation of our annotation. We campare
the video and the Xface production simultaneouslg a
evaluate if all phenomena are presents. Thus, we ca
adjust the annotation (for example put one moratpdi
necessary.

8 http://www.scilab.org/

http://xface.itc.it/
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In figures 7 and 8, the left picture is extractednf our  This curve shows three rise amplitudes for the ey&b
corpus (LS-Colin corpus, Braffort et al, 2001; Seafp inner point; one small rise (1 unit for this pergoane
Braffort, Martin, 2006), and the right one from sm medium rise (2 units) and one high rise (3 unii¥)ese
Xface productions generated from our annotation. rises can be defined related to the small rise:ediom

rise is two times higher than a small. A high iise¢hree

times higher than a small rise. The precise nurakric
value of the rises amplitude can vary but the nundie
rise classes and their proportions are always Hmes

] Then, a very high rise (7 units on the curve) ispdd in

Figure 7: Standard position several steps: several rises of different degrees
successively.

As show this example, the curves allow us to arathe
structure of the NMGs movements.

Figure 8: highef eyelid and distance between eyebro 3.5 Forma!lzatlon evaluation o
lowered These numerical data also allow us a validation and

. , . numerical instantiation of the formal descripticasbd on
Moreover, playing the Xface production and the vidg¢ 5 ows that we had presented in a previous paper
the same time allows us to evaluate the synthatie.tWe (chetelat-Pelé, Braffort, Véronis, 2007). This systis
have yet identified the limits of the Xface facedeband  pased on four properties:
we can propose ameliorations for the syntheticfacsed
for automatic generation of LSF. For example, wsenbe le: "evelid | ing" instead of "I o]
that Xface do not have wrinkle and does not providé:or example. “€eyell OW.ET“”_Q Instead o OWe'y'é.
enough amplitude for the movements of eyebrow and Movement decomposition: For example, the diagonal
eyelid. These limits induce perception problems deaf movemen: 01; shc:_uldlers IS de?cnbed twllth horizontal
users because it is very difficult to determinate pf ~Movementand vertical movement separately,
eyebrow position. Thus, we can establish a list of  El€ment decomposition: For example, we separate

; - higher eyelid and lower eyelid,;
Eg?fssary elements for synthetic face to produsiste The use of a set of symbols rather than wordgufei

10). One symbol can describe many phenomena (for

This first use of the data allows us qualitativeleation example with use of colors for the movement intsnsi
of the methodology. Data are then used for NMGSﬁgure 11).

analysis.
[IN/N T ——
3.4 Structural analysis of NMGs

- Movement description (instead of posture desionipt

Numerical data allows us to analyze the movement Figure 10: Set of symbols used.
structure. For example, the curve presented fig@ire
informs us of the amplitude of the eyebrow innempo T 1

and allows us a classification of the rises.
Figure 11: Different degrees of intensity

Position of the right eyebrow inner
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Frame

Figure9: Position of the right eyebrow int.
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—
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Figure 1 Annotation extrac

This description is simple and the use of the co#llows
us to identify quickly the present phenomena (FégLe).
Our methodology allows us to define numerical valtor
each symbol. Moreover, we can automatically prodbee
annotation by means of the numerical data and ataid
our system. The numerical data have confirmed ttrere

Language resources and Evaluation. Marrakech. (A
paraitre).

Victoria Flores V. (2005). Artnatomy/Artnatomia.lur

(www.artnatomia.net). Spain.

Ekman P., Friesen W. V. (1978). Facial Action Cgdin

are three degrees of eyebrow movement (Figure 9). System (FACS). Manuel Palo Alto: Consulting

Applied on the whole arrow system we can determinat
the pertinence of each symbol.

4  Conclusion

This study takes place within the context of autticna

Psychologists Press.

Jouison P. (1995). Ecrits sur la Langue des Signes

francaise. Garcia, B. (éd). Paris : L'Harmattarrifa

Kipp M. (2004). Gesture Generation by Imitation -

From Human Behavior to Computer Character

structure  knowledge to ameliorate the animationpyiwitz S., Zienert H. (1989). Hamburg Notation
capacities of automatic generation system. System for Sign Language: Development of a sign
We have presented, in this paper, a system allowing writing with computer application. Allemagne : S.
accurate numerical description of some NMGs. This Prillwitz & T. Vollhaber (Eds.): Current trends in

system is based on the annotation of each videoefra
Moreover, it allows us to obtain precise positiaristhe
eyebrows, independently of the head movements.

The annotation will be extended on other videoatidate
our first observations. Moreover, the synthetic efac
evaluation will be extended to identify the propestthat

the faces have to respect to produce precise and ] )
Sutton V., Gleaves R. (1995). SignWriter — The warl

understanding LSF.
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